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Goal

“Automating” the NASA Field System
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“Automating” the NASA Field System

Legacy code

Technique known from SW tests
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Goal

“Automating” the NASA Field System

Using the data from the monitored (NASA Field) System
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“Automating” the NASA Field System

Using the data from the monitored (NASA Field) System

Towards a data achive for seamless auxiliary data
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Benefit: Central alerting at the guard of the Wettzell observatory

Improving the visibility of error situations while 

reducing the complexity of error feedbacks

Idea of an 
atonomous safety,
but with human control,
and on-call service
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Benefit: Central alerting - Real alert scenario I (reconstruction)

Partial power blackout during storm “Eberhard” on March 10th, 2019 

from 18:09 til 18:30 local time 
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Benefit: Central alerting - Real alert scenario II

Wind stow warning during storm “Eberhard” on March 10th, 2019 

from 18:09 til 18:30 local time 
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Benefit: Central alerting - Real alert scenario II
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Benefit: Central alerting – next steps

- Automatic safety mechanisms

- Shutdown PCs and servers after specific UPS time interval

- Activate automatic wind stow

- Integrate tested scripts and programs for autonomity

- Automatic session preparation with status feedback

- Automatic startup and recorder selection

- Automatic status emails and log file entries

e.g. WX (meteo): 50 percent coverage, no rain, light wind Bft 3

- Detailled risk analysis

… 

Using error situations as feedback 

for autonomous activities
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Benefit: Central alerting – Risk analysis / comparison

ALARP - as low as reasonably practicable

http://www.maschinen-sicherheit.net/07-seiten/0590-risikomatrix-nohl.php
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Goal

“Automating” the NASA Field System

Using the data from the monitored (NASA Field) System

Towards a data achive for seamless auxiliary data

Benefit: Central alerting at the guard of the Wettzell observatory

Conclusion
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Conclusion

Central alerting is on a good way to come to a first usable mode

Central alerting showed several times its benefits

Central monitoring will be installed at JIVE ERIC soon

Adaption for automated NASA Field System tasks are on a good way

Almost each part with tested scripts/progs. now => bring them together

Autonomous operation (test) will hopefully follow this year
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Thank you for your attention!!!

Being a VLBI operator …

…it’s a breeze!


